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Abstract

We augment a standard monetary DSGE model to include a bank-
ing sector and financial markets. We fit the model to Euro Area and
US data. We find that agency problems in financial contracts, liquidity
constraints facing banks and shocks that alter the perception of mar-
ket risk and hit financial intermediation — ‘financial factors’ in short —
are prime determinants of economic fluctuations. They have been crit-
ical triggers and propagators in the recent financial crisis. Financial
intermediation turns an otherwise diversifiable source of idiosyncratic
economic uncertainty, the ‘risk shock’; into a systemic force.

JEL classification: E3; E22; E44; E51; E52; E58; C11; G1; G21;
G3

Keywords: DSGE model; Financial frictions; Financial shocks;
Bayesian estimation; Lending channel; Funding channel



NON-TECHNICAL SUMMARY

The global financial has drawn attention to at least five distinct phenomena at the intersection of
macroeconomics and finance. They are: (1) asymmetric information and agency problems in financial
contracts; (2) the possibility of sudden and dramatic re-appreciations of market risk; (3) adjustments in
credit supply as a critical channel by which market risk becomes systemic; (4) bank funding conditions
— the creation of inside money — as major determinants of bank lending decisions; (5) central bank
liquidity as a substitute for market liquidity when private credit vanishes

In this paper we present and evaluate a model that helps study these phenomena. We find that, indeed,
the monetary and financial sector is the powerhouse of the economy. Factors that pertain to this sector
— the frictions that motivate and shape finance and the shocks that hit the banking function — are prime
determinants of economic fluctuations. They have been critical triggers and propagators in the recent
financial crisis.

Our model is a variant of Christiano, Motto and Rostagno (2003, 2007). It combines a standard
Christiano-Eichenbaum-Evans (CEE), or Smets-Wouters (SW) core with a detailed representation of
the financial sector which we borrow from Bernanke, Gertler and Gilchrist (BGG, 1999) and Chari,
Christiano and Eichenbaum (1995). In the model, the financial intermediaries — ‘banks’ — extend loans
to finance firms’ working capital requirements and entreprencurs’ longer-term investment projects.
They fund these loans by issuing transferable deposits, which pay holders a contractual nominal rate of
interest that is determined at the time the deposit is originated and is not contingent on the shocks that
intervene until maturity. Entrepreneurial loans are risky for banks because the returns on the underlying
investments are subject to idiosyncratic shocks. A sufficiently unfavourable shock can lead to the
borrower’s insolvency. The idiosyncratic shock is observed by the entrepreneur, but not by the bank,
and the variance of the shock is the realisation of a time-varying process. Banks hedge against credit
risk and imperfect information by charging a premium over and above the risk-free rate at which they
can borrow from savers. As in BGG, this premium varies inversely with entrepreneurs’ equity — the net
worth that borrowers can pledge to secure the loan — and positively with the underlying investment
risk.

We estimate our model on Euro Area and US observations, augmenting the data series that are used in
standard estimations of CEE/SW-type models with a stock market index (a proxy for the price of
capital), a measure of the external finance premium, the stock of credit, two measures of money, and
the spread between the short-term interest rate and the 10-year bond rate. We document the good
empirical properties of the model with conventional measures of fit.

In the estimation, we feed the model with a variety of economic shocks hitting preferences,
technologies and policies. We place emphasis on four shocks in particular that potentially control the
real-financial nexus in the economy. Two of these four shocks hit the supply-side of capital formation:
the ‘price of investment shock’ perturbs the technical transformation of consumption goods into
investment goods, and thus, indirectly, the relative price of investment; the ‘marginal efficiency of
investment shock’ changes installation costs, and thus the transformation of investment goods into
capital ready for production. The two other shocks, the ‘financial shocks’, hit the demand for capital.
The ‘financial wealth shock’ changes the value of total equity in the economy — investors’ purchasing
power. The ‘risk shock’ is the process that governs the dispersion of returns on investment: it measures
the current and anticipated state of the investment risk in the economy, and thus it influences investors’
propensity to invest and banks’ propensity to lend.

We find that the financial shocks are responsible for a substantial portion of economic fluctuations. The
risk shock is the dominant force. Over the business cycle, this shock explains more than a third of the
volatility of investment in the EA and 60 percent of that volatility in the US. The contribution of the
risk shock increases at lower frequencies, when the co-integration of financial variables and the real
economy is strongest. At those frequencies, the share in the variance of investment is 42 percent for the
EA and 64 percent for the US. For GDP, it is 35 percent in the EA and 47 percent in the US. In the
same spectral region, the risk shock explains a preponderant share of the stock market and gives a
significant contribution to the long term interest rate spread as well.
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Most of the economic effects of the financial shocks occur as agents respond to advance information,
‘news’, about the future realization of these processes. These are predominantly revisions of beliefs in
the credit market about future investment risk conditions. Unlike in Beaudry and Portier (2000, 2003,
2004), Christiano, Ilut, Motto and Rostagno (2008), Schmitt-Grohé (2008) and Jaimovich and Rebelo
(2009), news on the future technology for producing goods are unimportant.

We show that the inclusion of the financial variables in our empirical analysis profoundly modifies
inferences. Without the financial contract and neglecting information on the stock market, the marginal
efficiency of investment shock is a prime force of macroeconomic motion. However, the counter-
cyclical implications of this shock for the price of capital mean that, once the model is forced to use
information on equity, much of its explanatory power is lost. Neglecting information on credit, instead,
tips the balance of evidence in favour of an important role for the financial wealth shock — unexpected
and largely unexplained innovations to the value of aggregate equity. However, a model that assigns
importance to stochastic shocks to equity cannot explain the credit market and the observed cyclical co-
movements of investment, consumption and hours. The reason the risk shock is so important is that it
behaves as a prototypical business cycle force. A risk shock innovation drives investment,
consumption, hours worked, inflation, the stock market and credit in the same direction, while it moves
the credit risk premium and the spread between long term interest rates and short rates in the opposite
direction.

The asymmetric information associated with the asset part of the financial sector's balance sheet
introduces two propagation mechanisms relative to the standard environment with no financial
frictions. Both mechanisms operate through changes in entrepreneurs’ equity. The classic ‘financial
accelerator effect’ channel alters equity by changes in the flow of entrepreneurial earnings and by
capital gains and losses on entrepreneurial assets. This is the channel highlighted in BGG and it tends
to magnify the economic effects of a shock that raises economic activity. But our specification of the
financial contract introduces a second, less conventional propagation mechanism, a ‘Fisher deflation
effect’ channel. This operates through the movements in entreprencurial equity that occur when an
unexpected change in the price level alters the real value of entreprencurial debt. The Fisher and
accelerator effect mechanisms reinforce each other in the case of shocks that move the price level and
output in the same direction, and they tend to cancel each other in the wake of shocks which move the
price level and output in opposite directions. We show that the Fisher deflation effect is as an
additional, empirically critical source of nominal rigidity in the economy.

Our analysis suggests that banks’ decisions over the size of their balance sheets — how much credit they
create — are always critical for the behaviour of the economy. We find that banks’ decisions over their
funding sources, the ‘bank funding channel,” are also important, even in normal times. On rare
occasions, changes in banks’ liquidity preferences can become a major cause of disruption for the
broad economy. We show how growth since the second half of 2008 can partly be interpreted in terms
of the macroeconomic fallout of a gigantic shift in banks’ preferences for liquidity. We also quantify
the support that central banks have provided by engaging in unconventional liquidity policies.
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1 Introduction

The global financial crisis that flared up in August 2007 has advertised the need for re-
searchers to concentrate on at least five distinct phenomena at the intersection of macroeco-
nomics and finance. They are: (1) asymmetric information and agency problems in financial
contracts; (2) the possibility of sudden and dramatic re-appreciations of market risk; (3)
adjustments in credit supply as a critical channel by which market risk becomes systemic;
(4) bank funding conditions — the creation of inside money — as major determinants of bank
lending decisions; (5) central bank liquidity as a substitute for market liquidity when private
credit vanishes.!

In this paper we present and evaluate a model that helps study these phenomena. We
find that the agency problems shaping financial contracts, the liquidity constraints facing
banks and shocks that alter the perception of market risk and hit financial intermediation
— ‘financial factors’ in short — are prime determinants of economic fluctuations. They have
been critical triggers and propagators in the recent financial crisis. The liquidity policies
enacted by central banks have greately attenuated the impact of the financial panic.

Our model is a variant of Christiano, Motto and Rostagno (2003, 2007). Borrowing
from Bernanke, Gertler and Gilchrist (1999), (BGG, henceforth) and Chari, Christiano and
Eichenbaum (1995), (CCE, henceforth), we integrate financial intermediation and a mon-
etary sector into an otherwise canonical dynamic equilibrium model, of the type studied
by Christiano, Eichenbaum and Evans (2005) (CEE, henceforth), and Smets and Wouters
(2003, 2007). The real economy is made of households, firms, capital producers and entre-
preneurs. Households consume, supply differentiated work in a monopolisitic labour market,
and allocate saving across assets with varying degrees of liqudity. Firms producing interme-
diate goods are monopolists and subject to a standard Calvo mechanism for price setting.
They need to pay for working capital in advance of production. Capital producers com-
bine undepreciated physical capital with new investment. The technology for converting
investment into productive capital is subject to a ‘marginal efficiency of investment shock.’
Entrepreneurs have a special ability to operate capital. They acquire plant capacity from
capital producers, extract production services from it — which they rent out to firms — re-sell
the stock of undepreciated capital at the end of the production cycle, and accumulate net
worth in the process. Net worth — their ‘equity’ — is subject to ‘financial wealth shocks’ and
is used to pay for capital in the next production round. But, in order to run their activity
on an efficient scale, entrepreneurs need to borrow a fraction of the value of capital which
they are not able to self-finance. The financial system provides the credit necessary to cover

1On the lessons which researchers and policymakers can draw from the recent events,
see, among others, Brunnermeier (2009) and Brunnermeier, Crockett, Goodhart, Persaud
and Shin (2009). On central bank credit as a substitute for private credit, see Bernanke
(2009) and Trichet (2010).
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this funding gap.

The financial sector has one representative intermediary, the ‘bank’. This combines fea-
tures of a genuine commercial bank, which engages in the production of inside money, and
features that are more typical of an arms-length (shadow-banking) financial system of the
sort described by Gorton (2009), Brunnermeier (2009), Adrian and Shin (2010) and others.
As part of its commercial banking activities, the bank makes loans to finance firms’ work-
ing capital requirements, and issues demand deposits and very liquid securities redeemable
on sight. We postulate that the bank holds an inventory of cash as a fractional reserve
against the production of sight liabilities. The bank obtains these cash balances from house-
holds’ deposits of base money, and from central bank liquidity injections. Bank efficiency in
transforming cash into deposits and liquid securities — and the bank’s preferences for liquid
balances — vary stochastically through time.

As part of its shadow-banking intermediation activity, the bank finances entrepreneurs’
investment projects. As in BGG, we assume that entrepreneurial loans are risky: returns on
the underlying investments are subject to idiosyncratic shocks. A sufficiently unfavourable
shock can lead to the borrower’s bankrupctcy. The idiosyncratic shock is observed by the
entrepreneur, but not by the bank which, as in Townsend (1979), must pay a fixed monitoring
cost in order to observe the entrepreneur’s realised return. To mitigate problems stemming
from this source of asymmetric information, entrepreneurs and the bank sign a standard debt
contract. Under this contract, the entrepreneur commits to paying back the loan principal
and a non-default interest rate, uless it declares default. In case of default, the bank conducts
a costly verification of the residual value of the entrepreneur’s assets and seizes the assets as
a partial compensation.

We assume that the variance of the idiosyncratic shock that hits the entrepreneur’s
return is the realisation of a time-varying process. This stochastic process — the ‘risk shock’
— changes the cross-sectional dispersion of returns on entrepreneurial projects. By making
the cross-sectional distribution of returns vary through time, this process produces time
variation in bankruptcies, and thereby in credit risk. The risk shock has a realised and an
anticipated, ‘signal’ component. Each time, economic agents observe the present realisation
of risk and receive signals that update their perceptions of the future evolution of risk. The
signals received at each time are correlated because, in forming expectations of future risk
conditions, agents rely on a single source of information available at present. That single
source reflects the ‘mood of the day’ and sets the general tone of current perceptions about
the future.

The bank hedges against credit risk by charging a premium over and above the risk-free
rate at which it can borrow from households. The risk-free rate that the bank views as its
opportunity cost to lending is a contractual nominal interest rate that is determined at the
time the bank liability to households is issued. Unlike in BGG, this rate is not contingent
on the shocks that intervene before the entrepreneurial loan matures.

The cost of borrowing fluctuates endogenously with the cycle. This reflects two general
equilibrium mechanisms. The first one is a genuine BGG-type ‘financial accelerator’ effect,
which makes the contractual loan rate depend on entrepreneurs’ equity — the net worth that
borrowers can pledge to secure the loan. The contractual interest rate is countercyclical
because equity varies positively with the state of the cycle: the flow of entrepreneurial
earnings depend on aggregate demand, boost equity and increases the protection of the loan.
The second mechanism is absent in BGG. It is due to the assumption that in our economy
banks’ obligations to households are expressed in nominal terms, while loans to entrepreneurs
are state-contingent. As a consequence, surprises to the price level can alter ex post the real

Working Paper Series No 1192



burden of entrepreneurial debt because the bank is immunised from any risk related to
macroeconomic uncertainty. We refer to this mechanism as the ‘Fisher deflation effect’. It is
an important source of nominal rigidity in our economy, and a prime financial factor shaping
the model’s dynamics. The ‘Fisher” and ‘accelerator’ effect mechanisms reinforce each other
in the case of shocks that move the price level and output in the same direction, and they
tend to cancel each other in the wake of shocks which move the price level and output in
opposite directions.

The central bank steers the short-term interest rate in response to inflation, output
growth, credit growth and money market liquidity conditions. The two latter components of
the monetary policy feed-back rule are unconventional. Reaction to credit introduces some
‘leaning against the wind’ elements in monetary policy. Reaction to interbank liquidity
conditions allows for some degree of quantity-setting and price-taking behaviour in liquidity
providing operations on the side of the central bank.

We estimate our model by standard Bayesian methods, using data spanning the 1985-2008
period for the Euro Area (EA) and for the United States (US). In the baseline estimation we
treat 16 variables as observables. These include monetary and financial variables such as the
stock market (a proxy for the price of capital), a measure of the external finance premium,
real credit growth, two definitions of money, bank reserves and the spread between the 10-
year bond rate and the short-term interest rate. We also estimate two reduced-scale variants
of our baseline model, which we use to assess the extent to which the financial frictions that
we study alter inference about the impulses and propagation mechanisms driving aggregate
fluctuations. What we refer to as the Simple Model preserves the minimal structure of
CEE, but does not incorporate financial frictions. The Financial Accelerator Model adds
the entrepreneurial contract to the Simple Model, but does not consider the mechanisms by
which the bank finances its assets — the ‘bank funding channel’.

We organise our findings in eight points.

1. Data Coherence

First, our model is a plausible framework for understanding the interactions of key
asset returns, financial stocks, money and the macro-economy. The unconditional cross-
correlations of real and financial variables that are generated by the model by and large
reproduce the correlations that are measurable in the data. And the model is very compet-
itive in terms of out-of-sample predictive performance.

2. Financial Frictions

Second, each financial friction contributes importantly to the model’s empirical fit. We
show that the Sitmple Model, with no financial factors, has countercyclical — and thus coun-
terfactual — implications for the price of capital. In that model, investment is explained by
shocks to the marginal efficiency of investment. But these shocks — investment technology
shocks — move the supply of capital, and thus shift investment and the price of capital in
opposite directions. So, in the Simple Model, the stock market has a ‘negative beta’, an
implication which clearly contradicts the evidence. The Financial Accelerator Model yields
the correct procyclical behaviour of the price of capital and the observed countercyclical
pattern of the premium. But, in this model the stock market and investment are explained
by shocks to the aggregate value of equity. Since these shocks change equity more than
they shift the demand for capital, they produce a negative correlation between credit and
investment, which is counter-factual. By conventional Bayesian evaluation methods, we find
that the data prefers our baseline model specification over alternative perturbations, whether
these imply removing certain financial channels from the model or modelling financial chan-
nels differently. A test comparing marginal data densities unambiguously favors the baseline
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specification with the ‘Fisher deflation’ channel, over an alternative with a financial contract
defined in real terms. The same test finds that the ‘bank funding channel’ — inside money
creation — also makes a substantial contribution to the fit of the model.

3. The Credit Market

Third, information on the credit market is critical to inference. Inclusion of the premium
and the stock of credit in the estimation feeds the econometrics with the information nec-
essary to identify the risk shock as the main factor behind economic fluctuations. Our risk
shock is a mean-preserving shift in the cross-sectional dispersion of entrepreneurial returns.
Being idiosyncratic, it is diversifiable. Indeed, the bank can immunise itself from this risk.
But, the economy as a whole can not. This happens because the risk shock interacts with
the standard credit contract and becomes a tax on aggregate investment. After a positive
risk shock, the bank — other things equal — bears the cost of more bankruptcies, as a fatter
left tail of entrepreneurial returns falls below the solvency threshold, but does not partici-
pate in the higher returns of those borrowers who find themselves on the (fatter) right tail.
Therefore, break-even dictates that the bank react to the shock by raising the contractual
interest rate on the loan. This is the way the bank can shed this risk. However, a higher
borrowing cost is a tax on everyone’s investment. Thus, a seemingly diversifiable source of
risk becomes systemic. Information on the premium — the ‘price side’ of the credit market
— is not enough to identify the transmission. The premium is counter-cyclical in the data,
increasing when the volume of credit and investment are weak and falling when they are
booming. If the estimation is not constrained by information on the stock of credit — the
‘quantity side’ — which is procyclical, the model interprets an increase in the premium as a
shift in the demand for financing and for capital. This is counterfactual — as the demand for
capital and credit in fact declines when the premium increases — and plays against assigning
the risk shock a high explanatory power for investment and for the economy more broadly.
Including credit in the estimation, instead, places some of the burden of adjustment on shifts
in the supply of credit. In this way, the model can reconcile an increase in the premium with
a falling aggregate demand. And the risk shock becomes the prototype of an aggregate
shock.

4. The risk shock

Fourth, the risk shock explains virtually all of the credit market. Its share in the vari-
ance of the external finance premium is 85 and 96 percent, in the EA and US respectively,
at business cycle frequencies. It is 60 percent and 73 percent, in the two economies, for
real credit. From the credit market, the risk shock propagates to the rest of the economy
through the investment margin. Over the business cycle, the risk shock explains more than
a third of the volatility of investment in the EA and 60 percent of that volatility in the US.
The contribution of the risk shock increases at lower frequencies, when the cointegration of
financial variables and the real economy is strongest. For periodic components with cycles
of 9-to-15 years, the share in the variance of investment is 42 percent for the EA and 64
percent for the US. For GDP, it is 35 percent in the EA and 47 percent in the US at the same
frequencies. In that spectral region, it explains a preponderant share of the stock market and
gives a significant contribution to the long term interest rate spread as well. Shocks to the
marginal efficiency of investment lose much of the macroeconomic explanatory power which
they possess in the Simple Model. The financial wealth shock — which was important in the
Financial Accelerator Model — becomes nearly irrelevant. A structural decomposition of the
time path of the model-consistent expected equity premium shows that the rise in expected
stock market returns after the most severe episodes of market collapse in the current crisis
are largely explained by an increase in the demand for risk compensation.
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5. Signals

Fifth, virtually the entire explanatory power of the risk shock is due to its signals. It is
the steady process of revision of past perceptions about future market risk that shifts the
economy. Signals help the model match the dynamic correlations between credit, the price
of capital, hours worked and real activity, because they can introduce persistence in the
expected return on capital. Without signals, a negative shock to the price of capital in the
current period — even a severe crash in the stock market — produces a sharp, but temporary,
drop in the returns on capital. Without signals, the return on capital has a tendency to
revert quickly to normal levels in expectation. Because it is costly to change investment
plans in the model, capital formation, at least in the anticipations of the economy, remains
sticky. This has two implications. First, there is no incentive for entrepreneurs to deleverage
in response to a fall in equity. In fact — as we wrote above — without signals, the Financial
Accelerator Model predicts that credit and leverage increase after a negative equity shock.
Second, because capital is sticky, the marginal product of labour does not change much after
a negative equity shock. But, if the wealth effect of the drop in equity is sufficiently powerful,
workers will be encouraged to supply more hours. So, with labour demand relatively sticky
and labour supply shifting to the right, hours will tend to move in the ‘wrong’ direction
relative to the cycle. With signals, instead, a major share of the original wealth destruction
is caused by bad news about future risk conditions. This produces a protracted decline in
the returns on capital, a sequence of expected capital losses and thus an incentive to respond
to the present shock by disinvesting and deleveraging. Deleveraging generates the ‘correct’
cyclical response of credit. The contraction in investment makes the marginal product of
labour and the demand for labour decline sharply. So, in the baseline model the expected
component of the risk shock sets off a generalised cyclical downturn. Indeed, the model
associates the recent financial crisis with a confluence of adverse signals about future risk —
bad news — at all horizons. Signals on the future state of the goods or capital production
technologies — as in Christiano, Ilut, Motto and Rostagno (2008) or Schmitt-Grohé and
Uribe (2008) — are not a plausible substitute for signals on risk. They have a conter-cyclical
impact on the stock market. This explains why the marginal data density of a version of
the model with signals on technology deteriorates substantially relative to the data density
of our baseline specification.

6. Liquidity shocks

Sixth, liquidity shocks have been a relatively mild source of uncertainty for much of the
period we consider in this paper. However, the outbreak of the crisis coincides in the model
with an unprecedented spike in banks’ desire for precautionary liquidity balances, a bank
liquidity shock. In the model, banks make room for more liquidity by shedding loans. The
money multiplier, which converts bank liquidity reserves into inside money, also contracts
as a result. The joint drop in loans and money tighten firms’ production costs and weighs
down on consumption. The implications for aggregate real activity are severe. The model
estimates that, between the summer of 2008 and the second quarter of 2009, bank funding
problems may have detracted between 0.5 and 1 percent in the EA, and between 1/3 and
1.5 percentage points in the US off GDP growth.

7. Monetary policy

Seventh, monetary policy has been consistently expansionary over the period 2008-20009.
The model interprets an abnormal expansion in banks’ demand for refinancing and excess
reserves, in conjunction with a sharp decline in the short-term interest rate, as indicative of
an extraordinary degree of liquidity accommodation. The sequence of expansionary policy
shocks that result from this mechanism have helped compensate the drain that the bank
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liquidity shocks would otherwise have exerted on the economy.

8. A money-base rule counterfactual

Eighth, an early shift to a money-base rule to stabilise broad money growth in the US
would have sustained credit to the broad economy — as opposed to the actual policy of
guaranteeing a steady access to credit for targeted sectors in the economy. We show that
this alternative policy — which is in line with the switching strategy studied in Christiano
and Rostagno (2001) — would have attenuated the severity of the recession.

Our paper is at the cross-roads of many research streams. First, with the new generation
dynamic general equilibrium empirical literature that starts with Leeper and Sims (1994) and
Schortfheide (2000) and reaches a high level of sophistication with CEE, Smets and Wouters
(2003, 2007), Altig, Christiano, Eichenbaum and Lindé (2005), Levin, Onatski, Williams and
Williams (2006), Del Negro, Schorfheide, Smets and Wouters (2007), and Adolfson, Laséen,
Lindé and Villani (2008), among many others, we share the effort of estimating a relatively
large-scale optimising model meant to be empirically relevant. As in much of this literature,
we employ the Bayesian estimation and evaluation methods described in Smets and Wouters
(2003) and An and Schorfheide (2007). Second, we learn from papers — such as Levin,
Natalucci and Zakrajsek (2004), Covas and den Haan (2007) and Gilchrist, Yankov and
Zakrajsek (2009) — which have documented the empirical interaction of financial quantities
and real variables and we try to replicate those interactions using an optimising model of
the business cycle with financial frictions. The modelling of financial frictions mainly follows
BGG and CCE, but we share some modelling choices with Carlstrom and Fuerst (1997),
Kiyotaki and Moore (1997), Cooley, Marimon, and Quadrini (2004), De Fiore and Uhlig
(2005), Iacoviello (2005), Gertler, Gilchrist and Natalucci (2007), Hopenhayn and Werning
(2008), Cirdia and Woodford (2009), Gilchrist, Ortiz and Zakrajsek (2009) and Jermann
and Quadrini (2009). Third, as Kiyotaki and Moore (2008), Gertler and Kiyotaki (2009) and
Adrian and Shin (2010), we embed financial frictions in a model of banking intermediation
where banks finance assets by creating inside money and other forms of liquidity. Fourth,
our risk shock resembles the volatility shock of Bloom (2009) and Bloom, Floetotto and
Jaimovich (2009), to the extent that it is a time-varying source of dispersion of economic
returns. Fifth, we contribute to the literature on ‘news’ shocks, which has been revived
by Beaudry and Portier (2004) and first applied to a monetary model of the business cycle
similar to the one presented here by Christiano, Ilut, Motto and Rostagno (2008) and to
a real business cycle model by Schmitt-Grohé and Uribe (2008) and Jaimovich and Rebelo
(2009). Finally, as Gertler and Karadi (2009) and Gertler and Kiyotaki (2010), we use the
model to simulate unconventional monetary policy interventions of the type that has been
tested during the recent financial crisis.

The plan of the paper is as follows. The next section describes the model. The empirical
properties are documented in section 3. Section 4 illustrates how inference changes by adding
financial channels, one at a time, and why financial frictions shift emphasis from real shocks
to financial shocks. Section 5 discusses the main empirical finding of the model: the key
role of the risk shock in generating fluctuations and the economic channels by which it does
so. We present some extra-model validation and robustness analysis in section 6. Section
7 measures the contribution of the ‘Fisher deflation effect’ and the ‘bank funding channel’
to the model’s fit. Section 8 uses the model to interpret the financial crisis, the role played
by monetary policies in dampening its macroeconomic fallout, and shows how a money-base
rule can mitigate the recession. The paper ends with a brief conclusion. Technical details
are in the Appendices.
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2 The Model

This section provides a brief overview of the model. Details about the equilibrium condi-
tions associated with the different sectors of the economy are derived in Appendix A. The
model is composed of households, firms, capital producers, entrepreneurs and the bank. At
the beginning of the period, households supply labor and entrepreneurs supply capital to
homogeneous factor markets. In addition, households divide their high-powered money into
currency and bank deposits. Currency pays no interest, and is held for the transactions
services it generates. Bank deposits pay interest and generate liquidity services. The bank
uses household deposits to loan firms the funds they need to pay their wage bills and capital
rental costs in advance of production and to fund the provision of external finance to entre-
preneurs. Firms and banks use labor and capital to produce output and liquidity services,
respectively.

The output produced by firms is converted into consumption goods, investment goods,
goods used up in capital utilization and in bank monitoring. Capital producers combine
investment goods with used capital purchased from entrepreneurs to produce new capital.
This new capital is then purchased by entrepreneurs. Entrepreneurs make these purchases
using their own resources — net worth, or equity, which they accrue by compounding the net
proceeds of their activity from one time to the next — as well as bank loans.

2.1 Goods Production

Final output, Y;, is produced by a perfectly competitive, representative firm using the tech-
nology

I R
Y, = {/ Y dj] ;1< Ay < 00, (1)
0

where Yj; denotes the time-t input of intermediate good j and A is a shock, j € (0,1).
The time series representations of A, and all other stochastic processes in the model will be
discussed below. Let P, and Pj; denote the time-t price of ¥; and Yj; respectively. The firm
chooses Yj; and Y; to maximize profits, taking prices as given.

We assume that ongoing technological advances in the production of investment goods
makes the cost of producing one unit of equipment, measured in terms of consumption units,
decline at the rate (T%T’t), where T > 1 is the trend rate of investment-specific technical
change, and piy, is a stationary stochastic process, which we refer to as the relative price of
investment shock. Because firms that produce consumption and investment goods using final
output are assumed to be perfectly competitive, the date ¢ equilibrium price of consumption
and investment goods are P, and P,/ (puy,Y") , respectively.

The j intermediate output used in (1) is produced by a monopolist using the following
production function:

Y.

J

- -« * s @ - *
t:{ ey (alj) " = @2 ek (al;) " > 27 (2)

0, otherwise

where Kj; and [;; denote the services of capital and homogeneous labor, the non-negative
scalar, ®, parameterizes fixed costs of production, ¢; is a stationary shock to technology
and z; represents the persistent component of technology, with the following time series
representation:

ft = My 4Rt—1 (3)
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In (3), p1,, is a stationary stochastic process. Due to capital embodied technological progress,
the growth rate of output is determined by the following condition:

2= 15 TS (4)

which also motivates our choice concerning the structure of the firm’s fixed costs in (3), @z},
and ensures that the non-stochastic steady state of the economy exhibits balanced growth
path.

Firms are competitive in factor markets, where they confront a nominal rental rate, P7F,
on capital services and a nominal wage rate, WW;, on labor services. Each firm must finance a
constant fraction, 1, of its rental cost of capital, P,#*K;, and a constant fraction, 1, of its
wage bill, W;lj;, in advance of production at a gross interest rate, R;. As a result, the real
marginal cost of producing one unit of output Yj; is:

—

= () () T (% 0+ vury)

—a ()

11—« o €2
As, in equilibrium, real marginal costs must be equal to the cost of renting one unit of
capital divided by the marginal productivity of capital, the rental rate satisfies the following

condition:

L Kt [1+ Yy Ry]

K;
The homogeneous labor employed by firms in (2) and the differentiated labor supplied
by individual households are related as follows:

e () Bl o) ©)

Aw

1 1
0

Below, we discuss how /; ; is determined.

We adopt a variant of Calvo sticky prices. In each period, ¢, a fraction of intermediate-
goods firms, 1 — £, can reoptimize their price. If the i'" firm in period t cannot reoptimize,
then it sets price according to:

Py =Py,

where
ﬁ—t — (ﬂ_iarget) (ﬂ_t_l)l—L ) (8)

Here, m,_y = P,_1/Pi_5 and 79" is the inflation objective in the monetary authority’s
monetary policy rule, which is discussed below. The it" firm that can optimize its price
at time ¢ chooses P;; = P, to maximize discounted profits over future histories in which it
cannot reoptimize.

2.2 Capital Producers

We suppose there is a single, representative, competitive capital producer. At the end of
period t, the capital producer purchases newly produced equipment — at a currency unit

price of P, (T py ) ~'_ and the undepreciated fraction of physical capital, z, which has been
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used during the period ¢ production cycle. Old capital and investment goods are combined
to produce new installed capital, 2/, using the following technology:

¥ =4 (I, Cy) =+ (1= S(Ci, I/ 1) L, (9)

The technology to transform new investment into capital input ready for production, F (e),
involves installation costs, S((;; I;/1;-1), which increase in the rate of investment growth.
We allow for exogenous stochastic variation to the investment cost function: a positive ¢, ; is
a negative disturbance to the marginal efficiency of investment, in that it raises installation
costs. Following Christiano, Eichenbaum and Evans (2005), we restrict the function, S, to
satisfy the following properties: S = S = 0, and S” > 0. Given our linearization-based
estimation strategy, which we discuss in section 3, the only feature of S about which we can
draw inference from data is S”.

Since the marginal rate of transformation from previously installed capital (after it has
depreciated) to new capital is unity, the price of new and used capital are the same, and we
denote it by Q. The firm’s time-t profits are:

0 = Qo [+ (1= S(o /1)) H] = Qs = s (10)

The capital producer solves:

E A 11
{It?;'lgiij} t{zﬁ t+j t+g} (11)

7=0

where E; is the expectation conditional on the time-t information set, which includes all
time-t shocks. Also, ); is the multiplier on the household’s budget constraint. Let K;,;
denote the beginning-of-period t 4+ j physical stock of capital in the economy, and let  be
the depreciation rate. From the capital producer’s problem it is evident that any value of x
is profit maximizing. Thus, setting z = (1 — 5)[_(t+j is consistent with profit maximization
and market clearing.

Making the latter substitution in (10) and solving the capital producer’s dynamic decision
problem in (11) leads to the following optimality condition linking the price of installed

capital, Qg 4, to the price of investment goods, %t“
P,
MQrF 1t — Mg + BAN1 Qg1 F 211 | = 0. (12)
Tty it

In (12), Fi; denotes the derivative of the transformation technology, (I, I;—1,(;,), with
respect to its argument, ¢. The aggregate stock of physical capital evolves as follows

Ky =1 —=0)K+F (L. Li1.¢y) = 1= 8) K + (1= S(¢, L/ 1)) 1. (13)

2.3 Entrepreneurs

There is a large number of entrepreneurs. An entrepreneur’s state at the end of period ¢
is its level of net worth, N;,;. At the end of the time-t goods market, the entrepreneur
combines its net worth with a bank loan to purchase new, installed physical capital, K1,
from the capital producer. The entrepreneur then experiences an idiosyncratic shock, w. The
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purchased capital, K., is transformed into K, w, where w is a lognormally distributed
random variable across all entrepreneurs with a cumulative distribution function denoted by
F, (w). The assumption about w implies that entrepreneurial investments in capital are risky.
The mean and standard deviation of logw are u_ and oy, respectively. The parameter, p_,
is set so that Fw = 1 when o, takes on its steady state value. The standard deviation, oy,
is the realisation of a stochastic process, which we refer to below as the ‘risk shock’. This
shock captures the notion that the riskiness of entrepreneurs varies over time. The random
variable, w, is observed by the entrepreneur, but can only be observed by the bank if it pays
a monitoring cost.

After observing the period t + 1 shocks, the entrepreneur determines the utilization rate
of capital, u;,1, and then rents out capital services in competitive markets. The rental rate
of a unit of capital services, in currency units, is denoted by 7, ; P;;1. In choosing the capital
utilization rate, each entrepreneur takes into account the ‘user cost’ function:

Py Y70 aug 1 )w K. (14)

In our specification, more energy is consumed as capital is used more intensely. Accordingly,
in our empirical analysis we treat Tfﬁl as an exogenous process, which we identify with the
real price of oil. We assume that: v = 1, a(1) = 0, a’(u) = r*, and a”(u) = o,r", where
r* is the steady state value of the rental rate of capital. Then, a” (u) /a' (u) = 0, > 0is a
parameter that controls the degree of convexity of costs.

After determining the utilization rate of capital and earning rent (net of utilization costs),
the entrepreneur sells the undepreciated fraction, 1 — 4, of its capital at price Qg1 to
the capital producer. The total pay-off in period t + 1 received by an entrepreneur with

idiosyncratic productivity, w, expressed in currency units is:

{ [Utﬂffﬂ - Tﬁ(tH)T?ﬁﬂ(UtH)} Pip1+ (1= 0)Qg 41} wKisa.

We find it convenient to express the latter as follows:
(1 + Rfﬂ) Ql_{,tWKtJrl;

where 1 + RF '+, is the average gross nominal rate of return on capital across entrepreneurs
int—+1:

[Ut+1ff+1 - Tﬁ(tH)Tfﬁﬂ(UtH)} P+ (1-06)Qg 441

QKt

where 7% is the con constant tax rate on capital. As in BGG, entrepreneurs can self-finance
only a fraction of the capital stock. They need external finance to complement their net
worth as a source of funding. Entrepreneurs obtain external finance from the bank in the
form of bank loans. The standard debt contract that they enter foresees that entrepreneurs
with w above an endogenously determined cutoff value, @w;,,, pay gross interest, Z;,.1, on
their bank loan. The cutoff is defined by the following expression:

1+ Rerl = Tk(;a (15)

@ (14 RE) Qrre Ko = Zia By, (16)

where By, 1 = @) 1‘(@th+1 — Ny is the loan received from the bank. Entrepreneurs with
w < Wyy1 cannot fully repay their bank loan. Bankrupt entrepreneurs must turn over their
assets, (1 + Rfﬂ) wWQg 1 Kiy1 < Zyy1By1q, to the bank. In this case, the bank must monitor
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the enterpreneur, at cost p (1 + Rfﬂ) w@ R,7th+1 and retain the liquidation value of the
entrepreneur’s assets, (1 — p) (1 + Rf,,) wQg» ,Ky1. The monitoring costs are proportional
to gross entrepreneurial revenues. The interest rate, Z;,;, and the loan amount are deter-
mined as in a standard debt contract. We provide details on financial intermediation in the
following section.

After entrepreneurs have settled their debt to the bank in period t 4+ 1, and capital has
been re-sold to capital producers, entrepreneurs’ period ¢ + 1 net worth is determined. At
this point, entrepreneurs exit the economy with probability 1 — v,,,, and survive to con-
tinue another period of activity with probability v,,,. A fraction © of the total net worth
owned by those entrepreneurs who close business is consumed upon exit, and the remain-
ing fraction of their net worth is transferred as a lump-sum payment to households. The
probability, 7, , is the realization of a stochastic process. Each period new entrepreneurs
enter in sufficient numbers so that the population of entrepreneurs remains constant. New
entrepreneurs entering in period ¢ 4 1 receive a ‘start-up’ transfer of net worth, W°. Because
W€ is relatively small, this exit and entry process helps to ensure that entrepreneurs do not
accumulate enough net worth to escape the financial frictions.

The law of motion for net worth averaged across entrepreneurs, Ny, 1, is as follows:

fowt wdFy(w) (1 + Rf) Qf(’,tflkt

N = ].+Rk Q‘/,K_ 1+Re+ K V
t+1 ’Yt{( t) K/t—=123 t . Qkf,tfth_Nt

(17)
X (Qf(’,tflkt - Nt)} + W,

where () Klvt_lf_(t — N; = B;. The object in braces in (17) represents total receipts by
entrepreneurs active in period ¢ minus their total payments to banks. The object in square
brackets represents the average payments by entrepreneurs to banks, per unit of currency
borrowed. Note that, as Fy(w) is time variant and subject to risk shocks, so is the premium,
which is defined below:

[ wdFy(w) (14 RY) Qgrar K

P¢ = _ _
! g QK’,tfth - Nt

(18)

Note also that the value of entrepreneurs’ net worth at the end of period ¢ in (17) is perturbed
by two shocks with a different time structure. Shock +,, the ‘financial wealth shock’, is
realized at time ¢ and has a contemporaneous impact on net worth, N,.;. The risk shock
that has an impact on the external finance premium paid at time ¢, and which detracts
from entrepreneurial profits and end-of-period-t net worth, N, ., is realized at the end of
the previous period, o; ;. At the end of period ¢t + 1, after entry and exit has occurred,
all active entrepreneurs have a specific level of net worth. The process then continues for
another period.

2.4 Banks

We assume that there is a representative, competitive bank. A snapshot of the bank’s
consolidated balance sheet at the end of time ¢, a minute before the end of the time-t
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production period is structured as follows:

Infra-Period Assets Infra-Period Liabilities
- Reserves, A, - Household deposits, D" = A,
- Working Capital loans, S{* | - Firm deposits, D{ =Sy (19)
Inter-temporal Assets Inter-temporal Liabilities
Entrepreneurial loans, B, - Short-term marketable securities, D}"
- Other financial securities, Ty 1

Our ‘bank’ combines features of a genuine commercial bank, which engages in the pro-
duction of means of payment, and features that are more characteristic of an arms-length
financial system, where intermediation is channeled through securities markets rather than
traditional relationship-based banking. The functions more closely associated with commer-
cial banking are concentrated on the upper side of the balance sheet. The lower portion
of the balance sheet records claims and obligations which can arise with or without the
intervention of a bank. The bank’s assets consist of cash reserves and loans, to firms and
entrepreneurs. The bank’s liabilities include bank deposits owned by households and firms,
short-term marketable securities and other financial securities held by households. We con-
centrate first on loans and defer the analysis of the bank’s funding options to the second
sub-section below.

2.4.1 Lending

The T-account shows that the bank issues two classes of loans. First, it grants working capital
loans to firms, S;’. These loans are extended at the beginning of the period and retired at
the end of the period, so their timing corresponds to the production cycle. Working capital
loans coming due at the end of the period pay R, in interest:”

(14 RSy = (1 + Ry) (W, Wily + 0, Pt Ky) (20)

Second, the bank finances the entrepreneural sector by issuing entrepreneurial loans. These
loans are created at the end of the period and retired at the end of the following period.
In this case, the timing of the loan corresponds to the time when the loan matures and the
payoff originated by that capital stock occurs. We imagine that a specialised entrepreneurial-
loan branch within the bank is responsible for making loans to entrepreneurs. In period ¢ the
branch receives B;,; from its parent bank. The internal rules commit the entrepreneurial-
loan managers to paying the bank a non-state contingent nominal interest rate, R, , at
time ¢ 4 1. Consequently, the amount of credit supplied to entrepreneurs at the end of time
t, B11, the interest rate, R, ,, and the gross interest rate applied on entrepreneurial loans,
Zy11, need to maximize the entrepreneur’s expected state (i.e., their net worth) at the end
of the loan contract, subject to a zero profit condition for the bank branch:

Wi+1 B
[ — Fi (0e11)] Ze1 Bega + (1 — M)/ wdF, (w) (14 Ryy) Qrr Koy = (1+ Ryyy) Begr.
0

The object on the right of the equality is the quantity of funds the branch must pay to
the parent institution at the end of period ¢t + 1. This is a known quantity at the end of
period ¢. As explained more extensively below, we assume that Ry ; is not contingent on

2Recall that 1, and v, are the fraction of the wage and capital rental bills, respectively,
that must be financed in advance.
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t + 1 shocks. The first term in the expression on the left of the equality is the number of
non-bankrupt entrepreneurs, 1 — F; (wyy1), times the interest and principal payments paid
by each one. The second term corresponds to the funds received by the entrepreneurial-loan
subsidiary from bankrupt entrepreneurs, net of monitoring costs. Multiplying this expression
by (1+ Rf1) /N1 and taking into account the definition of w1, we obtain:

1+ Ry

[Ly(@i41) — pG(@p41)] TR,

(Biy1 + Nij1) = By, (21)

where
Li(@41) = @ [1 = Fi(@eg)] + Ge(@i41)
We41
Gi(wi1) = / wdF(w).
0

Here, I';(@y 1) is the share of entrepreneurial earnings, (1 + RF +1) Q R/’th+1, received by the
bank subsidiary before monitoring costs. The object, I';(ws11) — uGi(wey1), is this share net
of monitoring costs. Also, 1 — I';(&;,1) denotes the share of gross entrepreneurial earnings
retained by entrepreneurs. The standard debt contract has two parameters, the loan amount,
Bi11, and a no-default interest rate, Z;,1 (or, equivalently, w;1). The two parameters are
chosen to maximize the end-of-contract level of net worth for the entrepreneur subject to
the bank subsidiary’s zero profit condition:

max Et{[l — Ft((z)t+1)] 1+—Rf+1 (BtJrl + NtJrl) (22)
Bet1,{@t41} 1+ ti1
B - 1+ RF
+ M <[Ft(wt+1) — uG(Wr1)] Tr R, RZH (Br1 + Niy1) — Bt+1> ).
t+1

where 7, ; represents the Lagrange multiplier, which is a function of the period ¢ 4 1 state
of nature. The first order conditions of the problem are the zero profit condition, (21), and
the first order necessary conditions associated with the optimization problem. Appendix E
provides details about the optimization problem.

Total credit outstanding at the end of period ¢, B, is defined as the sum of working
capital loans — a minute before they are retired — and the newly-created entrepreneurial
loans:

Bt = o, Wily + 0, Pt K, + By (23)

We adopt the convention that working capital loans are not used until the end of the period.

2.4.2 Funding

In intermediating financial resources between households and the productive sector — firms
and entrepreneurs — the bank creates three classes of liabilities: bank deposits, short-term
marketable securities and other financial securities. Bank deposits and short-term marketable
securities are bundled with liquidity services. This means that the bank has to expend
resources in financing its loan activity with these two classes of liabilities. The other financial
securities do not offer liquidity services and can be produced at zero cost.
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As in Chari, Christiano and Eichenbaum (1995) and Lucas (1990), we assume that the
bank uses a technology for converting homogeneous labor, 12, capital services, K?, and excess
reserves, I}, into the liquidity services associated with its most liquid liabilities:

D} + D] + <D} o ima\é (BT
Lt (D) () ) (24)
P, P,

Here D! and th denote bank deposits issued to households and firms, respectively, D;"
indicates short-term marketable securities held by households, ¢ is a positive scalar and
0<a<1 In(24), 22 and &, € (0,1) are stochastic processes that reflect, respectively, a
funding technology shock and a shock that governs the bank’s demand for free reserves, EY,
which are defined below. We include free reserves as an input to the production of liquidity
services as a reduced form way to capture the precautionary motive of a bank concerned
about the possibility of unexpected withdrawals.

Household deposits are issued at the beginning of each period ¢, just prior to production,
when households place an amount A; of high-powered money into the bank in exchange for
a bank account:

DI = A,. (25)

A; constitutes the total cash reserves of the banking sector. Contemporaneously, the bank
extends working capital loans to intermediate goods-producing firms and makes them avail-
able to firms in the form of deposit accounts, Df . Note that, while D! is fully backed by
cash reserves, D{ = S5}" is backed by the book value of the working capital loans. This is
the sense in which our bank can be thought of as operating a fractional reserve system of
liquidity creation.

The bank is required to hold minimum reserves against deposits, with a required reserve
ratio, 7. Therefore, out of its total cash reserves A;, only a fraction Ej can be used as an
input of production of liquidity services:

E[:At—T(D?Jrth). (26)

Deposits pay interest, R;. We suppose that the interest on bank deposits that are created as
a vehicle for granting working capital loans are paid to the recipient of the loans. Firms hold
these deposits until the wage bill and the rental cost of capital are paid in the settlement
period that occurs after the goods market closes. We denote the interest rate that firms
pay on working capital loans by R, + R{. Since firms receive interest, R}, on deposits, net
interest on working capital loans is R;. Deposits held by households or firms are redeemed
at the settlement stage that occurs after each period’s goods market.

Short-term marketable securities, D}},, and other financial securities, 7} are issued at
the end of the production period to finance the bank’s loans to entrepreneurs:

D' +T, = By (27)

Short-term marketable securities and the other financial securities are entirely backed by
entrepreneurial loans and are not subject to minimum reserve requirements. Their maturity
structure coincides with that of the underlying entrepreneurial debt contract. They are
created at the end of a given period’s goods market, when newly constructed capital is sold
by capital producers to entrepreneurs, and they pay off at the end of next period’s goods
market, when the entrepreneurs sell their undepreciated capital to capital producers.

Working Paper Series No 1192
May 2010



Short-term marketable securities and the other financial securities differ in that the for-
mer can be cashed in before maturity at no cost. So, unlike 7;, D}, provide liquidity
services, which explains why this type of liability figures as an output of the bank’s liquidity
production technology (24). This difference between these two sources of funding is reflected
in the returns that they pay to households upon maturity: R}, and RI.,,, respectively. We
assume that both R}"};and Rf, , are contingent on all shocks realized in period ¢, but are
not contingent on the t + 1 aggregate shocks.® Because there are no costs to the bank for
producing 7}, we can impose the condition, R{,; = R{,, in all dates and states of nature.
From this equality it follows that R, also shares the property of not being contingent on
t + 1 aggregate shocks.

At the end of the goods market, the bank settles claims for transactions that occurred in
the time-t goods market and that arose from its activities in the previous period’s markets
for entrepreneurial loans, for short-term marketable securities and other financial securities.
The bank’s sources of funds at this point in time are: interest and principal on working
capital loans, (1 + R; + RY)S;”, interest and principal on entrepreneurial loans extended
in the previous period, (1 4 Rj)B;, the reserves the bank has received from households at
the start of the period, A;, and newly created short-term marketable securities and other
financial securities, D}t ; +7;. The bank’s uses of funds include new loans, B, extended to
entrepreneurs, principal and interest payments on deposits, (1+ R{)D;, interest and principal
on short-term marketable securities, (1 + R}")D}", principal and interest on other financial
securities, (1 + RtT) T;_1, and gross expenses on labor and capital services. Thus, the bank’s
net source of funds at the end of the period, I1?, is:

= (14 R, + R)SY + (1+ RS By+ A+ Ty + D"y — Byyy — (1+ RY) (Df+D{>
— (1+ RMD* — (1+ Rf) Thoy — [(1+ ¢ Re) P KY] — [(1+ ¢ Re) Wilf]

In solving its problem, the bank takes rates of return and factor prices as given. In addition,
By 1 is determined by the considerations spelled out in the previous sub-section, and so here
{Bs1} is also taken as given. At date t, the bank takes D}, T;_; as given, and chooses
Sw = DI, Dy, Ty, Ay, KP, 12, E7. The constraints are (27), (20), (25), (24) and (26).

2.4.3 Two Transmission Channels

We pause to draw attention on two important channels of propagation in our model. We
shall refer to them as the ‘financial accelerator channel’ and the ‘bank funding channel’,
respectively.

We start discussiong the former. The ‘financial accelerator channel’ is associated with
the decisions that the bank and the entrepreneurs have to make to optimise — from their
respective view points — the terms of their financial contract, as stated in (22). The financial
contract itself is an istrument to overcome the asymmetric information between lenders
and borrowers in the market for entrepreneurial credit. It does so by making the terms
of the loan dependent on the borrowers’ net worth. So, this channel operates through
changes in the net worth of entrepreneurs. Changes in net worth are propagated through

3In our specification, banks do not participate in state-contingent markets. In separate
calculations, we show that if banks had access to state-contingent markets, so that they
have a single zero-profit condition, rather one that applies to each period ¢ + 1 state of
nature separately, the results would be largely unaffected.
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two avenues which are economically distinct. There is a genuine ‘accelerator’ avenue which
alters net worth by changes in the flow of entrepreneurial earnings and by capital gains
and losses on entrepreneurial assets. This is the channel highlighted in BGG, and it tends
to magnify the economic effects of any shock that has a pro-cyclical impact on economic
activity. However, there is a second, complementary avenue by which changes in net worth
are propagated. Following Irving Fisher (1933), we sub-categorise this second mechanism as
the ‘Fisher deflation channel’. The ‘Fisher deflation channel” presupposes that debt contracts
are formulated in nominal terms. If this is true — at least on a large scale — then (negative)
surprises to the price level can alter ex post the real burden of the debt that the borrower will
have to bear when the contract will eventually mature. Indeed, unlike in BGG, in our model
the entrepreneurial contract embodies an important nominal rigidity: the opportunity cost
perceived by the bank when lending to the entrepreneurs at time ¢ — R¢ ,, R],, and R, —
is not contingent on the time-t + 1 shocks, which however will modify the profitability of the
contract from the point of view of the borrower before maturity.? As we will show later, the
‘Fisher deflation” and the pure ‘accelerator’ mechanisms reinforce each other in the case of
shocks that move the price level and output in the same direction, but tend to cancel each
other in the wake of shocks which move the price level and output in opposite directions.’

The second channel of propagation is what we refer to as the ‘bank funding channel’.
Combine the expressions in (27), (26), (24) and (23) with households’ demand for liquidity
services, which we present below in (28). These conditions jointly establish an economic link,
within the bank’s accounts, between both forms of lending — to firms and to entrepreneurs —
and the conditions that prevail in the market for bank funding. Obviously, the presence of the
‘financial accelerator channel’ described above means that our model violates the Modigliani-
Miller irrelevance theorem for the financing of non-bank enterprises. It is interesting to
understand whether the non-irrelevance result extends to the funding of banks.

One goal of this paper is to test whether the ‘financial accelerator channel’ and the ‘bank
funding channel’ are important for explaining the data. It is also interesting to discriminate
between what in the fit of the model is due to a genuine ‘accelerator’ mechanism and what
comes from the ‘Fisher deflation channel’. We comment on the results of these tests in
section 7.

2.5 Households

There is a continuum of households, indexed by j € (0,1). Households consume, save, take
portfolio decisions and supply a differentiated labor input. They set their wages using the
variant of the Calvo (1983) frictions proposed by Erceg, Henderson and Levin (2000).

The preferences of the j** household are given by:

o) h1+aL %
j b+

04 Zﬁlgc,tﬂ{u(ct—l-l —b0Ci1-1) — ﬁ’Lﬁ - H (ﬁ) (28)

=0 Pryyq
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*Our model does not incorporate a rationale for this nominal rigidity. For such a
discussion, see Meh, Quadrini, and Terajima (2008).

>This point was stressed in Christiano, Motto and Rostagno (2003). See also lacoviello
(2005).
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where Eg is the expectation operator, conditional on aggregate and household j idiosyncratic
information up to, and including, time ¢; C; denotes time ¢ consumption; h;; is time-¢ hours
worked; 7¢is a tax on consumption; (., is an exogenous shock to time-¢ preferences. The term
in square brackets captures the notion that currency, M;, short-term marketable securities,
D™ and household bank deposits, D, contribute to utility by providing liquidity services.
The value of those services are an increasing function of the level of consumption expenditures
(inclusive of the consumption tax, 7¢). The function, H, represents a cost of adjusting (real)
currency holdings. The function H is convex, and achieves its global minimum when real
currency growth is at its steady state value. Note that liquidity preferences are calibrated
by two constant parameters, v and 6, and are perturbed by y,, a shock to the demand for
short-term marketable securities relative to the other forms of liquid holdings. To ensure
balanced growth, we specify u to be the natural logarithm. When b > 0, (28) allows for
internal habit formation in consumption preferences.

We now discuss the household’s period-t uses and sources of funds. The household begins
the period holding high-powered money balances, M?. It divides this between currency, M;,
and deposits at the bank, A; subject to:

M} — (M, + A;) > 0. (29)

In exchange for A;, the household receives a deposit liability, D!, from the bank.

The period-t money injection is X;. This is transferred to the household, so that by the
end of the period the household is in possession of M;+ X; units of currency. We assume that
the household’s period-t currency transactions services are a function of M; only, because X,
arrives ‘too late’ to be useful in current period transactions. We make a similar assumption
about bank deposits. At the end of the period, the household receives wage payments from
firms and interest on its D} balances, which however cannot be spent in the current-period
goods market.

Time-t sources of funds include after-tax wage payments, (1 — 7') W;,h;,, where W;, is
the household’s wage rate; currency holdings, M;+ X; (including the late money injection)
and bank deposits, (1 + R¢) D! including interest earned during the current period; principal
and interest related to short-term marketable securities, (1 + R}") D}", and other financial
securities, (1 + R;f) T;_1, acquired at the end of period ¢ — 1 and maturing at the end of the
current period; profits, I1;, from producers of capital, the bank and intermediate-goods firms;
and A;;. The latter is the net payoff on the state contingent securities that the household
purchases to insulate itself from uncertainty associated with being able to reoptimize its wage
rate. In addition, households receive lump-sum transfers, Lump; and (1 — 0) (1 —~,) V4,
where V; = Y= g the net worth held by each individual entrepreneur who exits the
economy at the end of the current period.

Uses of funds include payments for consumption goods, (1 + 7¢) P,C; and acquisitions
of high powered money, M, , short-term marketable securities, D}},, and other financial
securities, T;. In addition, households pay a lump sum tax, W€ earmarked to finance the
transfer payments made to the v, entrepreneurs that survive and to the 1 — ~, newly born
entrepreneurs.

These observations are summarized in the following asset accumulation equation:

(1+ Ry) (M) — M) + X, — T, — D}, (30)
—(1+7)PC+(1—-0)(1 =)V, = W+ Lump,
—Bilg 0y (L+ BB+ (14 Ry) Tia + (1+ R DY
+ (1 - Tl) Wj,thj,t + Mt + Ht + Aj,t 2 Mthrl > 0.
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Equation (30) also allows the household to purchase a 10-year bond, Bf ,,, which pays R}
at maturity. Because households are identical in terms of their portfolios and preferences,
equilibrium requires that B} are in zero net supply. We nevertheless find it useful to introduce
Bl as a way to diagnose model fit. The mean value of nF is fixed at unity. If the estimation
strategy finds that the variance of nl is zero, we infer that the model has no difficulty in
accounting for the term spread. Formally, we treat n” as a tax on the return to B, whose
proceeds are returned to the household in Lump;. The household knows the value of RF at
date, t — 40, when BF is purchased. The household becomes aware of nF at the date when
the bond matures.
The ;™ household faces the following demand for its labor:

Aw
W T—w
hj:t = (Wj:> lta 1< )\wa (31)

where [; is the quantity of homogeneous labor employed by goods-producing intermediate
good firms and banks, WW; is the wage rate of homogeneous labor, and W, is the j" house-
hold’s wage. Homogeneous labor is thought of as being provided by competitive labor con-
tractors who use the production function, (7). The j* household is the monopoly supplier
of differentiated labor of type hj,. In a given period the j household can optimize its wage
rate, W;,, with probability, 1 — £ . With probability £, it cannot reoptimize, in which case
it sets its wage rate as follows:

- _ W
Wit = Tt (Mz*)l ! (Mz*,t) Wi,
where 0 <9 <1 and

Fug = (T179) ™ (mim1) ™, 0 < 1y < L (32)
Here, 7.9 is the target inflation rate of the monetary authority.
The household’s problem is to maximize (28) subject to the various non-negativity con-
straints, the demand for labor, the Calvo wage-setting frictions, and (30).

2.6 Resource Constraint

We now develop the aggregate resource constraint for this economy. Clearing in the market
for final goods implies:

Wt 5. K’ oil 3 o1 — V.
u/ wdF(w) (14 RY) Qreiak | 7 a(ut>Kt+ (=) LG+ O+
! P T P,

The first object in (33) represents final output used up in bank monitoring. The second term
captures capital utilization costs. The third term corresponds to the consumption of the
1 — 7y, entrepreneurs who exit the economy in period . We model government consumption,
Gy, as:

Gy = z{ g1,

6Here, we use the fact that an entrepreneur’s rate of utilization, wu;, is independent of
the draw of w. In addition, we use the fact that the integral of w across entrepreneurs is
unity.
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where ¢, is a stationary stochastic process. This way of modeling G; helps to ensure that the
model has a balanced growth path. The last term on the left of the equality in the goods
clearing condition is the amount of final goods used up in producing I; investment goods. In
addition, we follow the strategy of Yun (1996), in deriving the relationship between Y; and
aggregate capital and aggregate labor supply by households.

We measure real gross domestic product (GDP) in the model as follows:

1
GDPt = Gt + Ct + t—[t
T Hy

Note, once more, that the stationary investment-specific technology shock, fiy,, influences
the transformation of consumption goods into investment goods and thus enters the expres-

sion for the relative price of investment, ﬁ
,t

2.7 Monetary Policy

In the baseline estimation and model evaluation exercise that is presented below we use a
generalized version of the Taylor rule. Under this rule, the monetary policy operating target
is Ry, is adjusted according to the reaction function below:

De e ™ A~ ~targe (6N GDP
f = i+ (1 — Pi)%ﬁ (B (Fropn) — 7779) + (1 — Pi)4RZ log (/@G—Dél) (34)

m™ . N OAc BtTOt Qe 3 —1
1—p. T M= 1 7
+ (L= p) |@arpr (Fe = i) + o log <Mz*BtTOf T 00| T T00R

where variables with a © are percent deviations from their steady state values” and the
inflation objective, /"9, has the time series representation described in sub-section (2.9).
Relative to conventional formulations, the generalised Taylor rule in (34) postulates that
the policy instrument is adjusted also in response to a number of variables which we collect
in squared brackets. These terms include the change in inflation rate (following Smets and

Wouters (2003)), total credit growth and exogenous shifts in the bank’s preferences for
reserves, ét. The presence of ét in (34), in particular, is motivated by the need to keep the
specification of the central bank’s operating procedures flexible to the possibility of shifting
targets. For example, a policy in which the central bank fully accommodates shocks to the
demand for reserves — and thus resembles more closely a Taylor-based interest-rate targeting
formulation — would be consistent with a coefficient o = 0. Alternatively, a strategy in
which the central bank makes policy settings also conditional on the liquidity conditions

prevailing in the interbank market would be approximated by a non-zero g coefficient.®

= Tr1—T

"If we have a variable, z;, whose steady state is x, then ; =~ log Zt denotes
the percent deviation of x; from its steady state value. It follows that xZ; is the actual
deviation from steady state. When z; is a variable such as the rate of interest, then 400x2;
expresses x; as a deviation from steady state, in annualized, percent terms.

8Imagine that the central bank offers liquidity through a series of competitive auctions
of central bank money (the ECB) or through discrete-time outright purchases or sales of
securities (the Federal Reserve). Ahead of each liquidity-supplying operation the central
bank announces a pre-set volume of reserves to be auctioned off, or sold, to banks. Imagine
that the central bank determines the volume in such a way as to have the ex post equi-
librium money market interest rate settle around values consistent with the prescriptions
of a conventional Taylor rule. In these conditions, any shift in banks’ demand for reserves

ECB
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In our empirical exercise, we set aa. = 0 in the US model. Finally, &, in (34) denotes an
unforecastable monetary policy shock.

In the last part of the paper we simulate the model under the assumption that the central
bank uses a money-base rule corrected for deviations of inflation from a constant objective
and output growth, in the spirit of McCallum (1988). This latter exercise is motivated by
the observation that starting in late autumn 2008, the Federal Open Market Committee of
the US Federal Reserve has reacted to the exacerbation of the financial crisis by placing
stronger emphasis on quantitative measures of the monetary policy stance. With the target
for the federal funds rate reduced to a narrow range between 0% and 0.25% in December
2008, and an ambitious menu of credit and asset purchase programs in place, a quantitative
rule might be a better approximation to measuring the actual stance of the central bank
than the baseline generalized Taylor rule which we use for estimation and model evaluation
purposes. The quantitative rule that we use in the simulation exercise at the end of the
paper is of the following form:

. R .  tarde GDP,
Ty = prZi—1 — (L = pp) [ (Ey (Fri41) — e t) + amay log (M) (35)

+ O A (ﬁt - 7%t—l) - am§€t] + €ty

where & is the injection of base money, defined in the identity M}, ; = M} (1+x;), in deviation
from steady state base money growth. The inertia and reaction Coefﬁ(nents P> Omry CmAy,
Omar and e, are symmetric to those used in the generalised Ta,ylor—type feed-back rule.
The last terms, ¢;, stands for the unsystematic deviations of the observed monetary injections
from the rule.

2.8 Model Solution

Our economy evolves along a stochastic growth path. The short-term nominal interest rates,
the long-term interest rate, the premium paid by entrepreneurs over and above the risk-free
rate, inflation and hours worked are stationary. Consumption, real wages, output, real net
worth, real monetary aggregates and real credit grow at the rate determined by z;. Capital
and investment grow faster, due to increasing efficiency in the investment producing sector,
at a rate determined by z;Y*, with T > 1. Therefore, the solution involves the following steps.
First, we rewrite the model in terms of stationary variables by detrending each variable using
its specific trend growth rate, z; or z;T*. Note that, due to the declining relative costs of

production in the investment producing sector, detrending for the relative price of capital,

QI; L and for the real rate of return on a unit of capital services, 7+, involves the following

transformations: ¢, = s, ztv and rF = Y7k, respectively. Second, we find the non-stochastic
steady state for the detrended system following the procedure descrlbed in Christiano, Motto

and Rostagno (2003) and construct a log-linear approximation around it. Finally, we solve

between successive open market interventions would translate in a money market interest
rate higher or lower than the Taylor-based target interest rate. The coefficient ae measures
the degree to which the equilibrium short-term interest rate Rte 1 — a three-month average
of overnight money market rates — is influenced by such shifts in money market conditions,
given the mechanisms by which monetary policy is implemented. While factors related
to banks’ demand for reserves have traditionally been a negligible source of variation for
money market interest rates, in August 2007 they suddenly became a primary cause of
disruption for the monetary policy transmission mechanism. See Section 8 for a discussion.
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the resulting linear system of rational expectations equations using the approach proposed
by Christiano (2002).

2.9 Fundamental Shocks

The model we estimate includes the following 16 shocks:

(20 fee X G0 By A & & G0 Cop Gy T Ape W0 & ATN), 0 (36)
Note the absence of a shock to households’ labour-leisure preferences or to the wage mark-
up. In preliminary experiments, we included stochastic variation for ¢;, the parameter that
calibrates households’ disutility of labour. We found that the portion of the forecast error
variance decomposition for any observable variable that was explained by shocks to such
parameter was negligible. We therefore excluded such shocks from our baseline estimation.
As demonstrated below, this omission does not detract from the empirical fit of our baseline
model. We view this finding as remarkable, given that monetary business cycle models
have been criticised for over-relying on labour supply shocks to match the data at business
cycle frequencies.” Note also that, due to capital-embodied technical progress, shocks to the
growth rate of output, p,.,, are linked to shocks to the persistent component of technology,
i, 4, through the following expression:

:UJZ*,t = Mz,t + 1 — Oé.

The target shock, 7:*"9, is assumed to have the following time series representation:

ﬁ_iarget _ ﬂ-ﬁ_iarlget + giarget7 E (giarget)Q —0,.

We calibrate the autoregressive parameter, p,, and the standard deviation of the shock, o,
at 0.965 and 0.00035 respectively, in order to accommodate the downward inflation trend in
the early 1980s in the EA and the US.!°

With one exception, the monetary policy shock, €;, which we assume to be 7id, each of the
shocks in our analysis has a conventional univariate first order autoregressive representation
with two parameters. The autoregressive process of the risk shock, &;, differs from that of
the other shocks in that it has a more complex structure. Specifically, we suppose 7; to
evolve as follows:

Oy = py01-1+v], v; id (37)
vy = g,t + Sé,tfl + ’fg,tfz T+t gg,tfp'

Note that the time-¢ innovation to the risk shock process, v, is generalised to a sum of

innovations including a contemporaneous unexpected component, fgt, and p anticipated

9See, for example, Chari, Kehoe and McGrattan (2008). While the irrelevance of labour
supply shocks in our baseline model is very intersting in its own right, we do not study it
further in this paper.

10Tn charts not reported in this paper, we show that the calibration of the autoregressive
process for the inflation objective indicated in the text help account for the drawn-out
disinflation episode that took place in both the EA and US over the earlier part of our
sample period. The simulated time series for the inflation objective in the two economies
captures well the pronounced downward trend in realized inflation until the second half of
the 1990s, and its flattening out in the following period.
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components, & —

Jj=1,..p. We refer to each & as the period ¢t — j ‘news’ or ‘signal’

about the current realisation of v7. Note that, even though each individual signal, gi,t—ﬁ
does not change the value of the risk shock until time ¢ comes, it nonetheless influences the
expectations of vy already at time ¢t — j when it is received. Another way to describe the
mechanics of signals is to say that, at time ¢, agents gain foresight about, say, the value of
v7,, by looking at the sum of the signals about v7,, that have been received up to — and

including — time t: Ejp7, | = 561,715 + 5(2,’15_1 + ... + &0, , 1 Defining:

2 i _
Opi = Var (ft_i) ,1=0,..., p, (38)
we assume 0. = 0oy = ... = 0o, = 0a. We also restrict the covariances so that signals

about shocks j periods apart in time, have correlation, p/. In our empirical exercise we
assume p = 8, and we assess the sensitivity of our results to this assumption (see Table
A.3 in the Appendix). We experimented with the adoption of the signal structure also for
technological and other financial shocks, and the results are presented in Table 7. Appendix
B provides details on how we implement the signal representation of the shock.

The reason for generalising the autoregressive law of motion of the risk shock is twofold.
First, and close in spirit to Del Negro and Schorfheide (2009), a generalised shock estima-
tor helps tackle deep-seated misspecification problems in DSGE models and optimise their
empirical fit. Indeed, we document below the presence of misspecification in our model,
residing specifically in its endogenous financial channels. That source of misspecification
becomes tangible when we add the stock market, credit and the external finance premium to
the set of observable variables which the model is forced to fit in estimation. When the three
variables are considered observable, the signal representation of the risk shock enhances the
empirical mapping between the data and the corresponding model objects on those three
dimensions. Second, introducing signals about future innovations to the risk process has a
straightforward economic interpretation. In general, we are convinced that the acquisition
of advance information about the future is a more appealing way to describe the mechanism
by which exogenous shocks enter agents’ information sets and move the economy than the
traditional purely unexpected shocks. We view the acquisition of signals on future risk, in
particular, as a parsimonious way to formalise agents’ revisions of their own risk perceptions.
In this sense signals are not a mere source of “free parameters” in our empirical exercise but
are well motivated by micro facts. This interpretation receives some support in our analysis
of the ongoing financial crisis which is presented below.

2.10 Model Variants

For model validation purposes we also consider two reduced-scale variants of our baseline
model. They are derived from the baseline specification by deactivating the two propagation
mechanisms that we described in (2.4.3): the ‘financial accelerator channel’ and the ‘bank
funding channel’.

2.10.1 The Financial Accelerator model

The first variant we consider preserves the ‘financial accelerator channel’, but removes the
‘bank funding channel’, namely the bank’s supply of liquidity and households’ demand for
money. We refer to this specification as the Financial Accelerator Model. 1t is extracted
from the baseline specification by: (1) eliminating the conditions that pertain to the bank’s
issuance of liabilities (sub-section 2.4.2); (2) setting the weight attached to liquidity services
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in households’ utility (28), v, the function for adjusting households’ real currency holdings,
H, all monetary variables, MJ’-’, M;, Aj, D', j =t —1,t,t+1,..., in the household’s budget
constraint and the monetary policy reaction coefficient attached to the bank’s preference
for reserves in (34), ag, equal to zero; (3) setting the fraction of capital services and labor
services that firms need to finance in advance by working capital loans, ¢, = ¢, = 0; (4)
setting the variance of the signal innovations in (38), 02 ; = 0, at all horizons i = 1, ..., 8"
(5) setting Bl ; = nf, =0, for all j and s.

2.10.2 The Simple Model

The second reduced-scale version of our model that we consider is what we refer to as
the Simple Model. 1t is a variant of the model proposed by Christiano, Eichenbaum and
Evans (2005) in its money-less version analyzed by Smets and Wouters (2003, 2007). This
model variant is what we obtain, when we strip our baseline model of the two financial
channels mentioned above, the ‘financial accelerator channel” and the ‘bank funding channel’.
Technically, it is derived by starting from the Financial Accelerator Model and: (1) dropping
the entrepreneurial sector (all the conditions in section 2.3 and sub-section 2.4.1); (2) setting
the monetary policy reaction coefficient attached to credit growth and the bank’s preference
for reserves in (34), ac and o respectively, equal to zero; (3) introducing a capital stock
accumulation decision in the household’s intertemporal optimization problem. The last
modification implies that the nominal return on capital defined in (15) in the simple model
satisfies the standard equality condition:

rk([(,tJrl?Tﬁl) (1-90)EQg 41 k
+T
QK’,t

where 7¥(K 411, 79%,) stands for the the nominal rental rate of a unit of capital services net
of utilization costs.

1+ R, =E (1+R},) = 5. (39)

3 Estimation and Fit

As in Christiano, Motto and Rostagno (2007), we apply a Bayesian version of the maximum
likelihood strategy that we used in Christiano et al. (2003). The strategy is designed to
accommodate the fact that the computation of the model’s steady state is time intensive.
We partition the model parameters into two sets. The first set contains the parameters
that control the steady state. The values of some of these parameters, such as the capital
income share, «, and the capital depreciation rate, ¢, are simply borrowed from the literature.
The values of the other parameters that control the steady state are set so that the model
reproduces key sample averages in the data. We report the numerical values of the steady
state parameters in Table 1. We document the degree to which the steady state implications
of our model match the corresponding sample averages for selected great ratios, for equity
to debt ratios, inflation, money and credit velocities and various rates of return in Tables 2
and 3. We discuss the calibration and the fit of the steady state in detail 